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The Crisis of Implicit Trust 

For decades, the guiding philosophy of cybersecurity was the construction of 
digital fortresses. Security leaders meticulously built layered defenses—firewalls, 
intrusion prevention systems, and secure web gateways—all predicated on a 
clear distinction between a trusted internal network and an untrusted external 
world. This model, however, has been rendered obsolete. The mass migration to 
the cloud did not simply move the perimeter; it vaporized it, creating a sprawling, 
atomized internal battleground where traditional security models have cata-
strophically failed. The internet is now the enterprise network. Sensitive data 
replication, API calls, and inter-service communications now traverse the same 
public infrastructure once considered hostile territory. The attack surface has 
fragmented into hundreds of thousands of micro-perimeters, from Virtual Private 
Clouds (VPCs) and Kubernetes clusters to ephemeral serverless functions, many 
of which lack any dedicated firewall-like capability. 

This architectural revolution has given rise to the single largest unguarded 
attack surface in the enterprise today: the unmonitored, implicitly trusted 
communication pathways between every cloud workload. While security teams 
remained focused on defending the dissolving edge, adversaries moved inside. 
They exploit this implicit trust to move laterally, escalate privileges, and exfiltrate 
data, often remaining undetected for months. The real fight is no longer at the 
gate; it is in the space between every workload. 

The Hollywood Heist vs. Reality 

Cinematic depictions of cyberattacks often involve a frantic, fast-paced assault: 
a hooded figure furiously typing, progress bars filling, and a "mainframe" being 
breached in minutes. This dramatic narrative, while entertaining, dangerously 
misrepresents the methodical patience of a real-world data breach. Modern, 
high-impact breaches are not smash-and-grab robberies; they are long-term 
campaigns orchestrated by sophisticated adversaries, best understood through 
the framework of the Advanced Persistent Threat (APT) lifecycle. 

An APT is not a single event but a protracted, multi-stage operation designed to 
infiltrate a specific target, establish long-term access, and achieve a strategic 
objective, most commonly the theft of sensitive data. Understanding this 
lifecycle is critical to building effective defenses, as it reveals that the initial 
point of entry is often the least sophisticated part of the attack. 

Section 1: The Fortress is a Lie: 
Debunking the Myth of the 
Modern Data Breach 
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Deconstructing the APT Kill Chain 

The APT lifecycle provides a standardized model for how skilled threat actors 
infiltrate, explore, and exploit a target's network over time. Each stage presents 
an opportunity for defenders to intervene, but only if they have visibility and 
control at the right points in the architecture.

The campaign begins with extensive intelligence 
gathering. Attackers use open-source intelligence 
(OSINT) tools, scan social media profiles like LinkedIn, 
and analyze public records to map an organization's 
structure, technology stack, and potential human 
weaknesses. The goal is to find the path of least 
resistance. Often, that path is a person. The 2024 
Verizon Data Breach Investigations Report (DBIR) found 
that the human element was a component in 68% of 
breaches. This is why initial intrusion frequently relies 
on social engineering tactics like spear-phishing 
emails or voice phishing (vishing) calls, or simply 
using stolen credentials acquired from previous data 
leaks or cybercrime forums. Mandiant's 2024 M-Trends 
report confirms that exploits (33%), stolen credentials 
(16%), and phishing (14%) remain the top initial infection 
vectors. The initial breach is rarely a feat of complex 
technical wizardry; it is more often a simple 
exploitation of human trust. 

Stage 1: 
Reconnaissance & Initial Intrusion 

The true test of a security architecture is not whether it can prevent an initial 
intrusion—history shows that determined attackers will always find a way in—but 
whether it can prevent that initial foothold from escalating into a catastrophic, 
enterprise-wide compromise. 

Once inside, the attacker's immediate goal is to ensure their access is persistent. 
They install malware, such as a Remote Access Trojan (RAT) or a backdoor, to 
maintain a connection to the network even if the initial vulnerability is discovered 
and patched. In fact, backdoors represent the most common type of malware 
observed in Mandiant's investigations, accounting for 35% of all instances. With a 
foothold secured, the attacker begins the process of privilege escalation, moving 
from a compromised low-level user account to one with administrative rights. This 
is often achieved by using credential harvesting tools like Mimikatz to extract 
passwords from system memory or by exploiting local vulnerabilities. 
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Stage 2: 
Establishing a Foothold & Privilege Escalation 

The 2024 
Verizon Data 
Breach Investi-
gations Report 
(DBIR) found 
that the human 
element was a 
component in 
68% of breaches. 



This is the heart of the modern breach and the phase where legacy security 
architectures most completely fail. With elevated privileges, the attacker begins 
to move laterally across the internal network—the so-called "east-west" traffic 
between servers, applications, and data stores. This is the "unguarded superhigh-
way" within most cloud and data center environments. The attacker quietly 
explores the network, mapping critical assets, identifying data repositories, and 
compromising additional systems. This phase is defined by stealth and patience. 
An attacker can remain in this stage for weeks or even months, operating under 
the radar of security tools that are primarily focused on north-south traffic 
entering and exiting the network. An analysis of breaches reveals that 25% involve 
lateral movement, with attackers spending significant time silently navigating 
internal systems. This prolonged dwell time gives them ample opportunity to find 
the organization's most valuable data. 

Stage 3: 
The Long Game - Lateral Movement 

Only after fully mapping the environment and locating their target data do attack-
ers proceed to the final objective. They typically do not exfiltrate data directly 
from dozens of different systems. Instead, they first aggregate, compress, and 
often encrypt the stolen information, staging it on a single compromised internal 
server. This makes the final exfiltration faster and less likely to trigger multiple 
alarms. The actual act of transferring the data out of the network is the final step 
of the campaign, often conducted through covert channels that mimic legitimate 
traffic to evade detection. 

The evidence overwhelmingly supports this methodical, multi-stage model. The 
fact that it can take organizations months to discover a breach underscores the 
success of attackers in the lateral movement phase. Furthermore, Mandiant's 
finding that the initial infection vector could not be determined in 34% of the 
intrusions it investigated in 2024 highlights a critical lack of internal visibility. 
Attackers are not just bypassing perimeter defenses; they are operating with 
impunity inside them, and defenders often lack the telemetry to even know how 
they got there, let alone what they are doing. 

This reality demands a fundamental shift in security strategy. The focus must 
move from a futile attempt to build an impenetrable perimeter to establishing 
robust controls and visibility inside the network, with the explicit goal of 
disrupting the lateral movement that makes a minor intrusion a 
major catastrophe. 
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Stage 4:
Data Collection & Exfiltration 
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Table 1: Hollywood Heist vs. Real-World Breach: Deconstructing the 
Attack Lifecycle 

Instant Admin 
Access 

Establish 
Foothold & 
Privilege 
Escalation 

Attackers land with low-
level access and must work 
to gain control. They install 
backdoors for persistence 
and use credential 
harvesting tools to steal 
higher-level passwords 
from memory. 

35% of all malware 
detected by Mandiant 
in 2024 were backdoors, 
the most common 
category.7 

The Lone Wolf 
Hacker 

The 
Adversary 
Ecosystem 

Attacks are often 
conducted by organized 
eCrime groups (e.g., 
Ransomware-as-a-
Service) or nation-states. 
Collaboration is common, 
with some groups special-
izing in initial access and 
selling it to others. 

Threat groups like 
Scattered Spider and 
ALPHV collaborated on the 
MGM attack.12 TA505 (Cl0p) 
operates as an Initial 
Access Broker (IAB).13 

Data Downloaded 
in Seconds 

Lateral 
Movement, 
Staging & 
Exfiltration 

This is the longest phase, 
often lasting weeks or 
months. Attackers move 
silently between internal 
systems ("east-west") to 
find valuable data. Data is 
then consolidated and 
compressed (staged) 
before being slowly 
exfiltrated. 

25% of data breaches 
involve lateral movement.1 

It can take months for a 
breach to be discovered, 
allowing ample time for 
this phase.9 

The Breach is 
Over 

Maintain 
Persistence 

Sophisticated attackers 
often leave backdoors in 
place even after achieving 
their primary objective. The 
goal is to maintain 
long-term access for 
future espionage or 
attacks. 

Attackers use rootkits and 
clean up logs to erase their 
tracks and ensure contin-
ued, undetected access to 
the compromised network.2 

Movie Trope 

The "Hack the 
Mainframe" 
Montage 

Initial 
Intrusion

The breach begins not with 
a brute-force assault on a 
core system, but with a 
low-tech entry point. This 
often involves social engi-
neering (phishing, vishing) 
or the use of pre-compro-
mised credentials. 

The human element 
is involved in 68% of 
breaches.6 Stolen 
credentials are a 
top-3 initial access 
vector.7 

Real-World 
APT Stage

Description & 
Key Tactics 

Supporting 
Data 



In September 2023, the abstract threat of a sophisticated cyberattack became
a tangible crisis for one of the world's most recognizable hospitality brands. 
The breach at MGM Resorts International, a $14 billion global giant, was not just 
another data theft; it was a full-scale operational shutdown that serves as a 
definitive case study in the failure of modern security architecture and the 
devastating consequences of unchecked lateral movement. A forensic analysis 
of this incident reveals precisely how attackers exploit the seams between 
cloud and on-premise environments, turning a simple human error into a 
nine-figure disaster. 

Section 2: Anatomy of a 
Catastrophe: A Forensic Analysis 
of the 2023 MGM Resorts Breach 

The Target 

MGM Resorts International operates a vast portfolio of iconic properties, includ-
ing the Bellagio, MGM Grand, and Aria. Its business relies on a deeply intercon-
nected web of digital systems managing everything from hotel reservations and 
loyalty programs to casino gaming floors and payment processing. This complex, 
hybrid-cloud environment, essential for a seamless guest experience, also pre-
sented a rich and multifaceted attack surface for adversaries. 
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The Initial Compromise: The Human Firewall Fails  

The catastrophic chain of events began not with a sophisticated zero-day exploit, 
but with a simple, ten-minute phone call. On September 10, 2023, attackers from 
the eCrime group known as Scattered Spider initiated a vishing (voice phishing) 
attack. After identifying a target employee on LinkedIn, they impersonated that 
individual in a call to MGM's IT help desk, claiming they were locked out of their 
account. The help desk was successfully manipulated into providing login 
credentials. This was the entire key to the kingdom. The attackers did not need to 
break down the fortress walls; they were simply handed the keys at the front gate. 

The Pivot: From Cloud Identity to On-Prem Infrastructure 

This next stage of the attack is the most critical for understanding the architec-
tural failure that enabled the disaster. Using the stolen credentials, Scattered 
Spider gained administrator-level privileges to MGM's Okta and Microsoft Azure 
tenant environments. Okta, an Identity-as-a-Service (IDaaS) platform, served as 
MGM's central identity and access management control plane. 

From the perspective of Okta and Azure, the attackers' activity appeared 
legitimate; they were using valid, highly privileged credentials. The critical 
failure was not within the cloud platforms themselves, but in the implicit trust 
relationship between these cloud services and MGM's on-premise data center 
infrastructure. From their privileged position in the cloud identity plane, the 
attackers were able to pivot and move laterally into MGM's on-premise virtualiza-
tion environment. There was no independent security control monitoring or 
segmenting the pathway between the cloud identity system and the on-premise 
infrastructure management system. 

The Objective: Crippling the Core 

Having successfully traversed this unmonitored architectural gap, the attackers, 
now joined by their ransomware-as-a-service partners ALPHV (also known as 
BlackCat), unleashed their primary attack. They gained access to MGM's VMware 
ESXi environment and deployed ransomware that encrypted approximately 100 
ESXi hypervisors. These hypervisors are the foundational software layer that runs 
the virtual machines powering MGM's most critical operations. 

The impact was immediate and devastating. Across MGM's Las Vegas properties, 
operations ground to a halt. Hotel reservation systems crashed. Websites went 
offline. Digital room keys stopped working. Slot machines on casino floors dis-
played error messages. Point-of-sale systems failed, forcing staff to write down 
credit card numbers on paper slips and issue handwritten receipts for casino 
winnings. The MGM Rewards loyalty program was inaccessible, and ATMs were 
non-functional. In response to the escalating crisis, MGM made the decision to 
shut down many of its own systems to try and contain the spread. This "big red 
button" approach, while necessary in the absence of more granular controls, 
exacerbated the operational disruption and financial losses. 
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The Heist: Data Exfiltration 

Simultaneous with the ransomware deployment, the attackers engaged in mass 
data theft. They successfully exfiltrated approximately 6 terabytes of data from 
MGM's systems. This data included a vast trove of sensitive customer informa-
tion, primarily for those who had transacted with MGM prior to March 2019. The 
stolen records contained names, contact information (phone numbers, email 
addresses, physical addresses), dates of birth, and driver's license numbers. For 
a smaller subset of customers, highly sensitive Social Security numbers and 
passport numbers were also compromised. 

The Fallout: A $100 Million Shutdown 

The financial and reputational damage was staggering. In an SEC filing, MGM 
reported that the incident resulted in a total negative impact of over $100 million 
for the third quarter of 2023. This figure included approximately $10 million in 
one-time expenses for consulting, legal fees, and technology remediation, but 
the vast majority—estimated at $84 million—was lost revenue due to the nearly 
10-day operational shutdown. The company now faces multiple class-action 
lawsuits on behalf of customers whose personal information was stolen and has 
had to commit to significant future investments in cybersecurity remediation, 
including enhanced network segmentation and access controls. 

The MGM breach was not an "Okta breach" or a "VMware breach." It was a 
profound failure of trust architecture. The attackers masterfully exploited the 
unmonitored, implicitly trusted pathway connecting the cloud identity manage-
ment plane with the on-premise infrastructure management plane. This attack 
was not an anomaly. The primary threat actor, Scattered Spider, is identified by 
cybersecurity firms like CrowdStrike as a "most prominent adversary in 
cloud-based intrusions" that specializes in social engineering and identity-
based attacks.17 Their playbook is now a proven template for future attacks 
against any enterprise with a similar architectural blind spot. 

Attack 
Phase 

Initial 
Intrusion 

Social Engineering 
(Vishing): Attacker 
impersonated an 
employee on a 
call to the IT help 
desk to obtain 
credentials. 

Employee Identity; IT Help 
Desk Trust 

Lack of robust identity 
verification for password 
resets; Over-reliance on 
human-based security 
controls. 

Attacker 
Action (TTP) 

System/Asset 
Compromised 
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Critical 
Security Failure 

Table 2: Forensic Timeline of the 2023 MGM Resorts Breach 
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The forensic analysis of the MGM breach reveals a clear and repeatable pattern 
of attack that bypasses traditional security controls. The critical failure was not 
at the perimeter but in the unmonitored space between trusted systems.

Attack 
Phase 

Privilege 
Escalation 

Used stolen 
credentials to log 
in with high-level 
permissions. 

Okta Identity Cloud; 
Microsoft Azure Tenant 

Insufficient MFA 
enforcement on critical 
administrative accounts; 
Over-provisioned privileges 
for the compromised 
account. 

Impact & 
Persistence 

Deployed ALPH-
V/BlackCat 
ransomware, 
encrypting core 
infrastructure. 

~100 VMware ESXi 
Hypervisors 

Lack of east-west traffic 
segmentation between 
hypervisors, allowing the 
ransomware to spread 
rapidly and unchecked. 

Data 
Exfiltration 

Staged and 
exfiltrated 
large volumes 
of sensitive 
customer data. 

6 TB of customer PII 
(names, driver's 
licenses, SSNs, 
passports). 

Lack of egress filtering and 
data loss prevention (DLP) 
controls to detect and 
block anomalous, 
large-scale outbound 
data transfers. 

Business 
Disruption 

The ransomware 
attack crippled 
core business 
functions, forcing 
a 10-day opera-
tional shutdown. 

Hotel Reservations, 
Digital Keys, Slot 
Machines, 
Payment Systems, 
Websites. 

Lack of architectural 
resilience and contain-
ment; the only response 
option was a full system 
shutdown, causing massive 
revenue loss. 

Lateral 
Movement 

Pivoted from the 
cloud identity 
plane (Okta/Azure) 
to the on-premise 
infrastructure 
plane.

VMware ESXi Hypervisor 
Management Network 

Architectural Trust Gap: 
No network segmentation 
or access policy enforce-
ment between the cloud 
identity environment and 
the on-prem infrastructure 
management environment. 
Implicit trust. 

Attacker 
Action (TTP) 

System/Asset 
Compromised 

Critical 
Security Failure 

Section 3: The Intervention Point: 
How a Cloud Native Security Fabric 
Disrupts the Kill Chain 



Introducing the Cloud Native Security Fabric (CNSF) 

A Cloud Native Security Fabric is not another security tool to be bolted onto the 
edge of the network. It is a new foundational layer of security embedded directly 
within the cloud runtime. CNSF delivers a real-time, policy-driven enforcement 
layer that inspects, segments, and secures communication between every cloud 
workload, whether it resides in a public cloud, a private data center, or at the edge. 

Its core principles are fundamentally different from legacy security models. 
A CNSF is: 

Embedded and In-Line: It operates directly in the data path of workload-to-work-
load communication, not as an out-of-band scanner or a perimeter appliance.1 

Dynamic and Distributed: Security policies and segmentation are not tied to 
static IP addresses but to workload identities, allowing controls to move with 
ephemeral workloads as they are created, scaled, and destroyed. 

Real-Time and Policy-Driven: Enforcement happens as connections are 
attempted, not after a threat has been detected. It operates on a zero trust 
principle, where all traffic is denied by default unless explicitly allowed by a policy. 

The Unseen Battlefield

To effectively counter this modern threat, a new architectural approach is 
required—one that embeds security directly into the fabric of the cloud itself. 
The Cloud Native Security Fabric (CNSF) is designed precisely for this purpose, 
providing the visibility and enforcement needed to disrupt the adversary's kill 
chain at its most critical junctures. 



By instantiating these principles, a CNSF closes the architectural gap exploited 
in the MGM attack, transforming security from a reactive, detection-based 
posture to a proactive, policy-based enforcement model. 

Rewinding the Tape: MGM with a Cloud Native Security Fabric 

To understand the transformative impact of this architecture, let us replay the 
MGM attack scenario with a CNSF in place. The outcome is radically different. 

Containment at the Pivot Point 

The initial social engineering compromise still occurs. The attacker, Scattered 
Spider, still deceives the IT help desk and obtains valid administrative credentials 
for MGM's Okta and Azure environments. From the perspective of the identity 
provider, the attacker is a legitimate, authenticated user. 

However, the attack halts at the very next step. When the attacker, operating 
from the context of the compromised cloud identity, attempts to pivot and 
connect to the management plane of the on-premise ESXi hypervisors, the 
connection is denied. 

Defense-in-Depth: Containing a Localized Breach 

Even in a hypothetical scenario where an attacker managed to compromise a 
single ESXi host through an entirely different vector (e.g., a zero-day vulnerability 
on the host itself), a CNSF would prevent the incident from escalating into the 
full-scale disaster that MGM experienced. 

CNSF Intervention #1: Blocking Lateral Movement with Identity-Based 
Micro-segmentation.  The CNSF, which provides a unified policy across the 
entire hybrid environment, would enforce a strict zero trust policy. This policy 
would state that only specific, authorized infrastructure management tools, 
operating from a designated secure network segment, are permitted to 
communicate with the ESXi management interface. A connection attempt 
originating from a general administrative user context within the cloud—even 
an authenticated one—would not match any "allow" rule. The fabric would 
instantly block the forbidden communication path, log the attempt, and alert 
security teams to the anomalous activity. The attacker's lateral movement is 
stopped cold. The bridge between the cloud identity plane and the on-prem-
ise infrastructure plane is severed by an explicit security policy, closing the 
architectural gap. 

CNSF Intervention #2: Preventing Ransomware Spread. The ransomware, 
now active on the single compromised host, would immediately begin 
scanning the local network to find and infect the other 99+ ESXi hosts. 
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This east-west propagation is essential for the ransomware's business 
model. A CNSF's micro-segmentation policies would ensure that each 
hypervisor, or groups of hypervisors, resides in its own isolated segment. 
The policy would dictate that hypervisors have no legitimate reason to 
communicate directly with each other on management ports. Therefore, 
the ransomware's attempts to spread across the network would be blocked 
by the fabric at every turn. The outbreak is contained to a single host, 
transforming a catastrophic operational shutdown into a manageable, 
isolated incident. 

CNSF Intervention #3: Preventing Data Exfiltration. The attackers' final goal 
was to steal 6 terabytes of sensitive data. This would require moving massive 
amounts of data from internal database servers to a staging server and then 
out to an external command-and-control (C2) destination on the internet. A 
CNSF, sitting in-line with all traffic, provides robust egress filtering. Policies 
can be set to specify precisely which workloads are allowed to communicate 
with the internet and to which destinations. An attempt to transfer terabytes 
of data from a protected database segment to an unknown external IP 
address would be a clear violation of a least-privilege egress policy. The 
CNSF would detect and block this anomalous outbound flow, providing a 
critical last line of defense against data theft even after other systems have 
been compromised. 

The fundamental difference is a shift from "detecting bad" to "enforcing good." 
Traditional security tools are in a constant race to identify new malware signa-
tures and anomalous behaviors. A CNSF does not need to know if a connection 
attempt is from a legitimate tool or a piece of ransomware; it only needs to know 
if the communication path is allowed by policy. By enforcing a positive security 
model based on declared intent, it eliminates the entire class of threats that rely 
on exploiting implicit trust and moving laterally within the network. This is the 
operational reality of a true zero trust architecture. 

MGM 
Attack Stage 

Lateral
Movement 

Attacker uses com-
promised Okta/Azure 
admin credentials to 
pivot from the cloud 
to the on-prem 
VMware manage-
ment network. 

CNSF blocks the con-
nection attempt from 
the cloud administrative 
user context to the 
hypervisor management 
plane. 
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Identity-Based 
Micro-segmentation: 
Policy denies traffic 
between the "Cloud 
Admin" and "On-Prem 
Infra Mgmt" security 
groups, regardless of 
valid credentials. 

Description of 
Attacker Activity 

How CNSF 
Intervenes 

Specific CNSF 
Capability 

Table 3: MGM Attack Stage vs. CNSF Prevention Mechanism 



MGM 
Attack Stage 

Ransomware 
Propagation 

Ransomware on a 
compromised ESXi 
host scans the 
network to infect 
over 100 other 
hypervisors via 
east-west traffic. 

CNSF blocks all inter-
hypervisor communica-
tion on management 
ports, containing the 
ransomware to the first 
infected host. 

East-West Traffic 
Control: Default-
deny policies between 
workloads prevent 
unauthorized lateral 
spread of malware. The 
blast radius is minimized. 

Data Staging Attackers move 
terabytes of data 
from various internal 
servers to a single 
compromised server 
before exfiltration. 

CNSF blocks communi-
cation from sensitive 
database servers to 
non-authorized staging 
servers within the 
network. 

Micro-segmentation: 
Policies enforce that 
data servers can only talk 
to specific, authorized 
application servers, 
preventing internal data 
aggregation by attackers. 

Data 
Exfiltration 

Attackers transfer 6 
TB of staged, sensi-
tive customer data 
from an internal 
server to an external 
destination on the 
internet. 

CNSF detects and 
blocks the massive, 
anomalous outbound 
data transfer that 
violates established 
egress policies. 

Advanced Egress Filter-
ing: In-line inspection 
and policy enforcement 
on outbound traffic 
prevents data from 
leaving the network 
to unauthorized 
destinations. 

Overall 
Kill Chain 

Attacker operates 
undetected for a 
period, mapping 
the network and 
escalating the 
breach from a 
single point of 
entry to a systemic 
compromise. 

CNSF provides real-time 
visibility and alerting on 
all blocked policy 
violations, immediately 
notifying security teams 
of the attempted lateral 
movement. 

Centralized Visibility & 
Audit: A unified control 
plane provides a com-
plete, auditable record 
of all traffic flows (both 
allowed and denied) 
across the entire hybrid 
environment. 

Description of 
Attacker Activity 

How CNSF 
Intervenes 

Specific CNSF 
Capability 

While the MGM breach provides a stark illustration of a modern attack, the 
architectural flaws it exposed are not unique. The principles of lateral movement 
and exploiting implicit trust are central to a wide range of pervasive threats, from 
software supply chain attacks to the fundamental business model of ransomware.
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Section 4: Beyond a Single Breach: 
Applying CNSF to Pervasive Threats 



A Cloud Native Security Fabric is not a point solution for a single attack vector 
but a foundational architecture that provides resilience against these broader
threat categories. 

The Supply Chain Nightmare: Containing the MOVEit Fallout 

In May 2023, the cybersecurity world was rocked by a massive supply chain 
attack targeting a zero-day vulnerability in MOVEit Transfer, a popular managed 
file transfer (MFT) software. The threat actor, a Russian-affiliated ransomware 
group known as Cl0p (or TA505), exploited a SQL injection vulnerability to gain 
access to the underlying databases of MOVEit servers, allowing them to steal 
vast quantities of sensitive data. 

The attack had a devastating cascading effect. Because MOVEit is used by 
organizations to transfer data to and from their partners and customers, a 
single compromised server often contained data from dozens or even hundreds 
of other entities. The breach at one vendor, Pension Benefit Information (PBI), 
led to downstream data exposure for at least 63 of its clients. The attack on the 
National Student Clearinghouse exposed data from over 1,000 U.S. colleges and 
universities. Ultimately, the MOVEit vulnerability impacted over 2,700 organizations 
and exposed the personal data of approximately 93.3 million individuals. This 
incident is a prime example of the growing risk of breaches involving a third party, 
a category that saw a 68% year-over-year increase, as noted in the Verizon DBIR. 
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Breaking the Ransomware Business Model 

The lesson from the MGM breach can be generalized to the entire ransomware 
ecosystem. The business model of modern ransomware is almost entirely depen-
dent on successful lateral movement. A single encrypted laptop is a nuisance that 
can be resolved by reimaging the machine. An entire data center of encrypted 
servers, as in the MGM case, is a business-crippling event that forces executives 
into a position where paying a multi-million dollar ransom seems like a viable option. 

Adversaries know this. Mandiant's research shows that ransomware intrusions 
frequently begin with relatively simple initial access methods, such as brute-force 
attacks (password spraying) against exposed services like VPNs or RDP (26% of 
intrusions) or the use of stolen credentials (21%). The attacker's primary goal after 
this initial access is to spread as widely and as quickly as possible before deploying 
the encryption payload.

A CNSF directly disrupts this business model by attacking its weakest link: the 
reliance on east-west traffic. By enforcing a default-deny posture for all work-
load-to-workload communication, a CNSF fundamentally neuters the ransomware's 
ability to propagate. The malware is contained at the point of entry. It breaks the kill 
chain after initial access but before the widespread impact that gives the attacker 
leverage. This containment dramatically reduces the potential damage of an attack 
and, in doing so, destroys the attacker's return on investment (ROI), making the 
target far less attractive. 
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A CNSF does not patch the software vulnerability within the MOVEit application 
itself. However, it plays a crucial role in containing the blast radius of such a 
supply chain attack. In an environment protected by a CNSF, the MOVEit server 
would be placed in a tightly controlled network segment. Policy would dictate 
that this server can communicate only with specific, necessary systems and 
protocols—for example, receiving files via SFTP from a partner network and 
delivering them to a specific internal processing server. 

When the Cl0p actors exploited the zero-day and compromised the MOVEit 
server, their actions would have been severely constrained. Any attempt to use 
the compromised server as a beachhead to scan the internal network, connect 
to unrelated database servers, or pivot to other critical workloads would have 
been blocked by the CNSF's segmentation policies. The attackers would have 
been trapped within the small, isolated segment defined for the MOVEit applica-
tion. A CNSF turns a potentially catastrophic systemic breach, where one 
compromised application gives attackers the keys to the entire kingdom, into a 
contained, single-application incident. The data on the MOVEit server itself might 
still be compromised, but the attack is prevented from spreading and causing far 
greater damage to the core enterprise network. 



In a complex world of thousands of workloads, countless third-party software 
packages, and the constant threat of zero-day vulnerabilities, it is impossible to 
guarantee that every individual component will remain secure at all times. A real-
istic and resilient security strategy must therefore plan for failure. The core value 
of a CNSF is that it provides "blast radius containment" as a service. It operates 
on the assumption that individual workloads will be compromised and focuses on 
architecturally preventing that localized failure from becoming a systemic 
catastrophe. This is a far more scalable and durable security posture than 
attempting to build an impenetrable wall around every single workload. 

While sophisticated external attacks and ransomware campaigns dominate 
headlines, many Chief Information Security Officers (CISOs) report that their 
primary data loss prevention (DLP) concern stems from a more insidious threat: 
the unintentional or accidental exposure of sensitive information by well-mean-
ing internal employees. The 2024 Verizon DBIR validates this concern, finding 
that while the human element is a factor in 68% of all breaches, a significant
portion of these—28% of the total—are attributable to simple errors rather than 
malicious intent. 

These accidental leaks occur in the blind spots of traditional security tools, 
which are often designed to look for malicious signatures or known bad actors. 
A Cloud Native Security Fabric, by enforcing policy at the network level indepen-
dent of user intent, provides a critical layer of prevention against these common 
and costly scenarios. 

The Unseen Battlefield

Scenario 1    The Well-Intentioned Developer and the Production Database 

The Scene: A software developer is tasked with troubleshooting a critical bug in 
an application. To accurately replicate the issue, they believe they need to test 
their code against a realistic dataset. Possessing legitimate, and often privi-
leged, credentials, the developer connects their local development machine or 
a staging environment directly to a copy of the production database. In doing 
so, they inadvertently copy sensitive customer data, including Personally 
Identifiable Information (PII) or financial records, into a less secure, 
unmonitored development environment. 

Section 5: The Silent Killer: Stopping 
Unintentional Data Leaks with a 
Security Fabric 



The Failure: This common scenario highlights a fundamental flaw in relying 
solely on Identity and Access Management (IAM) for data protection. From the 
perspective of the database, the developer is an authorized user with valid 
credentials. The IAM system grants access, and there is no further control to 
question the context of that access. The network itself implicitly trusts the 
authenticated user, allowing a dangerous connection between a non-produc-
tion and a production environment. 

CNSF Prevention: A CNSF enforces separation of duties at the network layer, 
providing a control that complements IAM. An explicit CNSF policy would be con-
figured to define security segments such as "Production-Database" and "Stag-
ing-Compute." A rule would state that no network traffic is permitted between 
these two segments. When the developer attempts to establish a connection, 
the CNSF, operating in-line, would inspect the request, see that it violates the 
segmentation policy, and block the connection instantly. The developer's valid 
credentials become irrelevant; the architectural policy takes precedence, pre-
venting the data spillage before it can occur. 

Scenario 2    The Inevitable Cloud Misconfiguration 

The Scene: A cloud engineer might configure a network security group or 
firewall rule with an overly permissive "allow all" outbound policy for a group of 
virtual machines. This types of misconfiguration is consistently ranked among 
the leading causes of major cloud data breaches.

The Failure: The security of the entire environment becomes dependent on the 
perfect configuration of thousands of individual resources. A single mistake at 
the resource level can create a direct, unguarded pathway for sensitive data to 
leak onto the public internet. Auditing tools can detect these misconfigurations 
after the fact, but by then, the data may already be gone. 

CNSF Prevention: A CNSF acts as a centralized, non-negotiable safety net that 
compensates for inevitable human error in complex cloud environments. It 
provides an overarching set of guardrails that apply across the entire cloud 
footprint. Even if an engineer misconfigures a single S3 bucket to be public, a 
CNSF egress filtering policy for the entire VPC or VNet would still be in effect. 
This policy might state, "Workloads in the 'Production-Data' segment are only 
permitted to communicate with these three specific, approved external APIs 
and nowhere else." Any attempt by an external party to access the misconfig-
ured bucket, or any attempt by an internal process to send data out through 
that public gateway to an unapproved destination, would be blocked by the 
fabric's in-line enforcement. The CNSF provides a consistent layer of policy that 
mitigates the risk of isolated configuration drift or error. 
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Scenario 3    The Rise of "Shadow AI" 

The Scene: A marketing team, under a corporate mandate to innovate using 
artificial intelligence, discovers a powerful new generative AI web application 
that promises to summarize long documents and generate reports. An employee, 
acting in good faith, uploads a series of sensitive internal documents—such as 
quarterly financial forecasts, product roadmaps, and M&A strategy papers—to 
the tool for analysis. The AI tool, as part of its function, ingests this data and 
sends it to its own third-party cloud environment for processing. This action, 
from the user's perspective, is simply using a new productivity tool. From a 
security perspective, it is a massive, unmonitored exfiltration of the company's 
most sensitive intellectual property. 

The Failure: This "Shadow AI" phenomenon creates new, invisible data flows that 
bypass traditional security controls entirely. It is not malware, so EDR and antivirus 
are blind to it. The user is authorized to access the data, so IAM controls do not 
apply. The risk is not in the user or the endpoint, but in the data flow itself—a flow 
that the organization has no visibility into or control over. 

CNSF Prevention: A CNSF provides the two things most needed to govern this 
new risk: visibility and control. Because it operates in-line, a CNSF sees all traffic, 
including this new, anomalous flow from an internal corporate workload to a 
previously unknown external AI service. Security teams can immediately visualize 
this "Shadow AI" activity on a network topology map. Armed with this visibility, they 
can then apply policy. A CNSF can be configured to block all communication to 
unvetted or non-sanctioned external AI services. Alternatively, it can be set to 
alert on large data transfers to any new destination, allowing security to investi-
gate and create a formal governance process for AI tools. The CNSF transforms 
an unmanaged, invisible risk into a visible, governed process.
 
In all three scenarios, the CNSF demonstrates its unique value by decoupling 
security policy from the fallibility of individual user actions and complex infras-
tructure configurations. This separation is the key to building a truly resilient 
security architecture. A failure in one layer—a compromised credential, a 
misconfigured resource, a risky user choice—is caught and mitigated by the 
independent, overarching policy enforcement of the CNSF. This is the essence 
of modern, effective defense-in-depth for the cloud. 
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Scenario 

Developer 
Connects 
Staging to 
Production 
Database 

Human Error / 
Lack of Net-
work Controls 

Sensitive production 
data (PII, financial) is 
copied to an inse-
cure, unmonitored 
development envi-
ronment, increasing 
the risk of a breach. 

Network Segmentation Policy: 
The CNSF enforces a strict policy 
that forbids any network traffic 
between the "Staging" and "Pro-
duction Database" segments, 
blocking the connection attempt 
regardless of the developer's 
valid credentials. 

Root Cause The Risk (Data 
Exposure) 

How CNSF 
Prevents It 

Table 4: Common Data Leakage Scenarios and CNSF Prevention 



Scenario 

Accidental 
Cloud 
Resource 
Misconfigura-
tion 

Human Error / 
Configuration 
Drift 

An S3 bucket is made 
public, or a firewall rule 
is set to "allow all out-
bound," creating a 
direct path for sensitive 
data to be leaked to the 
public internet. 

Centralized Egress 
Filtering: The CNSF acts 
as a safety net. Even if 
one resource is miscon-
figured, the fabric's 
overarching egress policy 
for the entire VPC/VNet 
blocks any outbound 
traffic to unauthorized 
destinations. 

"Shadow AI" 
Data Exfiltra-
tion 

Lack of Visibility / 
Ungoverned 
Technology 
Adoption 

An employee uses an 
unvetted external 
Generative AI tool, 
inadvertently sending 
sensitive corporate IP 
(strategy docs, financial 
data) to a third-party 
cloud. 

In-Line Visibility and 
Control: The CNSF sees 
the anomalous traffic 
flow to the unknown AI 
service. Security teams 
can visualize this activity 
and apply a policy to 
block communication 
to all non-sanctioned 
external AI platforms. 

Insider Threat 
(Disgruntled 
Employee) 

Malicious Intent / 
Credential Abuse 

A malicious insider with 
legitimate access 
attempts to aggregate 
data from multiple 
internal sources and 
transfer it to a personal 
cloud storage account.

Comprehensive Policy 
Enforcement: The 
combination of 
micro-segmentation 
(blocking access to 
unauthorized
internal data sources) 
and egress filtering 
(blocking transfers to 
unapproved external 
services) contains 
the threat.

Root
Cause 

The Risk (Data 
Exposure) 

How CNSF 
Prevents It 

The verdict from the front lines of cybersecurity is in, and it is unequivocal. The 
nature of the threat has fundamentally and irrevocably changed. The fortress is a lie. 
The perimeter has vaporized. The most dangerous adversaries are not hammering at 
the gates; they are already inside our environments, using legitimate credentials and 

Section 6: Conclusion: Weaving the 
Fabric of Trust for the Cloud Era 
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exploiting implicit trust to move freely across a vast, unmonitored internal 
attack surface. The catastrophic 2023 MGM Resorts breach was not an 
anomaly but a definitive blueprint for this new reality, demonstrating with 
painful clarity how a simple human error can be weaponized to pivot from cloud 
to on-premise and trigger a systemic, nine-figure disaster.

This new battleground demands a new architecture. Legacy security models, 
designed for a world of static perimeters and clear internal/external boundaries, 
have proven utterly inadequate. The answer cannot be yet another detection-
based tool bolted onto the edge or another agent deployed on an endpoint. 
These approaches fail to address the core architectural flaw: the absence of 
trust enforcement in the spaces between our most critical workloads. To regain 
control, security must be woven into the very fabric of the cloud itself. 

The Cloud Native Security Fabric (CNSF) represents this necessary architectural 
evolution. It is the missing foundational layer that enforces a true Zero Trust 
posture where it matters most. By embedding dynamic, policy-driven control 
directly into the data path of all workload-to-workload communication, a CNSF 
provides the essential capabilities for the cloud era:  

It stops lateral movement, as seen in the MGM case, by enforcing identity-
based micro-segmentation that prevents attackers from pivoting between 
systems even with stolen credentials. 

It contains the blast radius of supply chain attacks like MOVEit and neuters 
the business model of ransomware by preventing malware from spreading 
across the network. 

It prevents unintentional data leakage by providing a non-negotiable safety 
net against human error, cloud misconfigurations, and the ungoverned data 
flows of "Shadow AI." 

It provides a unified control plane for visibility and policy across the entire 
hybrid and multi-cloud estate, turning an unmanageable and complex environ-
ment into a governable one. 

CNSF is the architectural imperative for our time. It is a return to first principles in an era that 
has too often prioritized speed over security. By embedding trust directly into the runtime 
fabric of the cloud, it delivers the control plane that zero trust has lacked since workloads 
left the data center and security stayed behind. The evidence from recent breaches is unde-
niable. The question for security leaders is no longer whether their cloud workloads need a 
security fabric—the breaches prove they do. The only question is whether they will build it 
proactively, before a crisis, or reactively, in its aftermath. The cloud will not wait, and neither 
will the adversaries who thrive in the unprotected spaces we have left behind. 
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